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Abstract

New optimal, contractivity-preserving (CP), \( d \)-derivative, 2- and 3-step, predictor-corrector, Hermite–Birkhoff–Obrechkoff series methods, denoted by HBO\((d,k,p)\), \( k = 2,3 \), with nonnegative coefficients are constructed for solving nonstiff first-order initial value problems \( y' = f(t,y) \), \( y(t_0) = y_0 \). The upper bounds \( p_u \) of order \( p \) of HBO\((d,k,p)\), \( k = 2,3 \) methods are approximately 1.4 and 1.6 times the number of derivatives \( d \), respectively. Their stability regions have generally a good shape and grow with decreasing \( p - d \). Two selected CP HBO methods: 9-derivative 2-step HBO of order 13, denoted by HBO\((9,2,13)\), which has maximum order 13 based on the CP conditions, and 8-derivative 3-step HBO of order 14, denoted by HBO\((8,3,14)\), compare well with Adams–Cowell of order 13 in PECE mode, denoted by AC\((13)\), in solving standard N-body problems over an interval of 1000 periods on the basis of the relative error of energy as a function of the CPU time. They also compare well with AC\((13)\) in solving standard N-body problems on the basis of the growth of relative error of energy and 10000 periods of integration. The coefficients of selected HBO methods are listed in the appendix.
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1. Introduction

In this paper, only \( d = 2,3, \ldots, 9 \), Taylor coefficients, with \( d < p \), are required by a new contractivity-preserving (CP), explicit, \( d \)-derivative, 2- and 3-step, predictor-corrector, Hermite–Birkhoff–Obrechkoff method of order \( p \) up to 13 and 16, respectively, for solving nonstiff ODEs,

\[
y' = f(t,y), \quad y(t_0) = y_0, \quad \text{where } ' = \frac{d}{dt} \quad \text{and} \quad y \in \mathbb{R}^n. \tag{1}
\]
The new methods are denoted by \( \text{HBO}(d, k, p) \), \( k = 2, 3 \), which use \( y', y'', \ldots y^{(d)} \), as in Obrechkoff methods [21].

The Taylor series methods have been an excellent choice in astronomical calculations [3], numerical integration of ordinary differential equations (ODEs) and differential algebraic equations (DAEs) [1], sensitivity analysis of ODEs/DAEs [2], in solving general problems [5] and validating solutions of ODEs by means of interval analysis [18, 11].

The main cost in solving ODEs by the Taylor method of order \( p \) (T(p)) lies in the repeated evaluation of the \( p \) Taylor coefficients of the functions involved.

Following Steffensen and Rabe [25, 22], recursive computation of Taylor coefficients is used to compute sums, differences, products and powers of power series, etc. (see [3, 17], and [10, pp. 46–49]).

Deprit and Zahar [6] showed that such recursive computation is very effective in achieving high accuracy, even with little computing time and large step sizes.

The current investigation and the results are offered as potentially useful additions to the contemporary repertory of numerical integrators. This paper explores an alternative way to improve the stability and the order of predictor-corrector methods. In our construction of \( \text{HBO}(d, k, p) \), we replace the forward Euler (FE) method,

\[
y_{n+1} = y_n + \Delta t f(t_n, y_n),
\]

used by Gottlieb et al. and Huang [7, 12] in establishing strong stability preserving (SSP) Runge–Kutta (RK) methods as convex combinations of FE methods, by rewriting \( \text{HBO}(d, k, p) \) as a convex combination of the special \( d \)-derivative extension of FE, which we denote by \( S(d) \):

\[
y_{n+1} = y_n + \Delta t f(t_n, y_n) + \sum_{m=2}^{d} \eta_m (\Delta t)^m f^{(m-1)}(t_n, y_n),
\]

where the coefficients \( \eta_m \) satisfy the inequality \( \eta_m \leq \frac{1}{m!} \). If equality holds, then \( S(d) \) reduces to the Taylor method of order \( d, T(d) \). The error in \( S(d) \) is of order \( \ell \geq 2 \) if there exists a smallest \( \ell \in \{2, 3, \ldots, d\} \) such that \( \eta_{\ell} < \frac{1}{\ell!} \). If \( S(d) \) is contractive in a given norm, then \( \text{HBO}(d, k, p) \) will be contractive as a convex combination of \( S(d) \) with modified step sizes.

The region of absolute stability of \( \text{HBO}(d, k, p) \) is derived under the assumption that two solutions, \( y \) and \( \tilde{y} \), to problem (1) are contractive:

\[
\|y(t + \Delta t) - \tilde{y}(t + \Delta t)\| \leq \|y(t) - \tilde{y}(t)\|, \quad \forall \Delta t \geq 0.
\]

We assume that there exists a maximum stepsize \( \Delta t_{S(d)} \) such that \( f \) satisfies a discrete analog of (4) when \( S(d) \) is employed with \( \Delta t \leq \Delta t_{S(d)} \):

\[
\|y_{n+1} - \tilde{y}_{n+1}\| \equiv \|y_n + \Delta t f(t_n, y_n) + \sum_{m=2}^{d} \eta_m (\Delta t)^m f^{(m-1)}(t_n, y_n) - \left( \tilde{y}_n + \Delta t f(t_n, \tilde{y}_n) + \sum_{m=2}^{d} \eta_m (\Delta t)^m f^{(m-1)}(t_n, \tilde{y}_n) \right)\| \leq \|y_n - \tilde{y}_n\|.
\]

Here \( y_n \) and \( \tilde{y}_n \) are two numerical solutions generated by \( S(d) \) with different neighbouring starting (or previous) values \( y_0 = y(t_0) \) and \( \tilde{y}_0 = \tilde{y}(t_0) \).

By interpreting \( \tilde{y}_0 \) as a perturbation of \( y_0 \) due to numerical error, we see that contractivity implies that these errors do not grow as they are propagated.
We are interested in a higher-order HBO($d, k, p$) that maintains the contractivity-preserving property

$$\|y_{n+1} - \tilde{y}_{n+1}\| \leq \max_{0 \leq \ell \leq (k-1)} \|y_{n-\ell} - \tilde{y}_{n-\ell}\|,$$

(6)

for $0 \leq \Delta t \leq \Delta t_{\text{max}} = c\Delta t_{S(d)}$ whenever inequality (5) holds. Here $c$, called the CP coefficient, depends only on the numerical integration method but not on $f$. This definition of the CP coefficient of HBO($d, k, p$) follows closely the definition of the SSP coefficient of RK (see [7]).

In [15], similar CP RK methods have been constructed and tested on DETEST problems [14]. The aim of HBO($d, k, p$) is to maintain the CP property (6) while achieving higher-order accuracy, perhaps with a modified time-step restriction, measured here with the CP coefficient $c(HBO(d, k, p))$:

$$\Delta t \leq c(HBO(d, k, p))\Delta t_{S(d)}.$$

(7)

This coefficient describes the ratio of the maximal HBO($d, k, p$) time step to the time step $\Delta t_{S(d)}$, for which condition (5) holds.

The upper bounds $p_u$ of order $p$ of HBO($d, k, p$), $k = 2, 3$ methods are approximately 1.4 and 1.6 times the number of derivatives $d$, respectively. It can be shown that HBO($d, k, p$)) are absolutely stable for $d = 1$ to infinity. Their stability regions have generally a good shape and grow with decreasing $p - d$. This result suggests that, for large $d$, HBO($d, k, p$) methods have order $p$ large enough to take into account many problems where a very high precision of the solution is required, similar to Taylor methods.

Similar to Huang et al. [13], we, first, compare the numerical performance of HBO($9,2,13$), HBO($8,3,14$) and Adams–Cowell of order 13 in PECE mode, denoted by AC(13), on Kepler circular orbit with eccentricity $e = 0.3$, $e = 0.5$ and $e = 0.7$ over an interval of 1000 periods on the basis of $\log_{10}(\text{EE})$ as a function of CPU time. It is seen that HBO($9,2,13$) and HBO($8,3,14$) win. Next, these two HBO methods compare well with AC(13) in solving eccentric Kepler orbit with eccentricity $e = 0.3$, $e = 0.5$ and $e = 0.7$ over an interval of 10000 periods on the basis of the growth of relative error of energy and long intervals of integration.

Section 2 introduces $d$-derivative HBO($d, k, p$) methods and the necessary order conditions are listed in Section 3. Section 4 derives HBO($d, k, p$) in Shu–Osher form. In Section 5, the existence, the stability properties of HBO($d, k, p$) methods are considered. Section 6 describes the region of absolute stability and the principal error term of two selected HBO methods: HBO($9,2,13$), HBO($8,3,14$). In Section 7, numerical results are used to compare HBO($9,2,13$), HBO($8,3,14$) with AC(13). New selected HBO($9,2,13$), HBO($8,3,14$) methods are listed in Appendix A.

2. Predictor-corrector CP Hermite–Birkhoff–Obrechkoff methods

All HBO methods considered in this paper are CP, so the denomination “CP” will generally be omitted in what follows.

The $k$-step, predictor-corrector HBO($d, k, p$) are constructed, as a subclass of multiderivative, multistep, multistage methods, by the following two formulae which perform integration from $t_n$ to $t_{n+1}$. Let $\Delta t$ denote the step size. The abscissa vector $[c_1, c_2]^T$ defines the two off-step points $t_n + c_i\Delta t$, $j = 1, 2$. In all cases $c_1 = 0$ and, by convention, $c_1^T = 1$. Let $F_1 = f_{n}$.

A Hermite–Birkhoff (HB) polynomial is used as stage formula P$_2$ to obtain the stage value $Y_2$ to order $p - 1$,

$$Y_2 = y_{B,U,2Y_n} + \Delta t a_{21} F_1 + \sum_{m=2}^{d} (\Delta t)^m y_{0,2,m}^{(m)} + \sum_{\ell=1}^{k-1} \sum_{m=0}^{d} (\Delta t)^m \gamma_{\ell,2,m}^{(m)} y_{n-\ell}^{(m)},$$

(8)

A HB polynomial is used as the integration formula to obtain $y_{n+1} = Y_3$ to order $p$, 

$$y_{n+1} = Y_3 = \sum_{m=0}^{d} (\Delta t)^m y_{n+1}^{(m)} f_n.$$
Next, we have to solve the following equations for the backsteps of the method. First, we need to satisfy the set of consistency conditions:

\[ y_{n+1} = Y_3 = v_{BU,3}y_n + \Delta t (b_1 F_1 + b_2 F_2) + \sum_{m=2}^{d} (\Delta t)^m \gamma_{0,3,m} y_n^{(m)} + \sum_{\ell=1}^{k-1} \sum_{m=0}^{d} (\Delta t)^m \gamma_{\ell,3,m} y_{n-\ell}^{(m)} \]  \hspace{1cm} (9)

where \( F_2 := f(t_n + c_2 \Delta t, Y_2) \) denotes the stage derivative. Here the subscript BU refers to the Butcher form, while the subscript SO will be used later for the Shu–Osher form.

Formulae (8)–(9) are the Butcher form of HBO(d, k, p). One sees that the derivatives \( y_n^{(m)} \), \( m = 2, 3, \ldots, d \), are computed only once per step at \( t = t_n \). The defining formulae of the 2- and 3-step HBO(d, k, p) involve the usual RK parameters \( c_i, a_{ij} \) and \( b_j \) and the Taylor expansion parameters \( \gamma_{\ell,ij,m} \), \( \ell = 0, 1, \ldots, k - 1 \). Thus we can represent HBO(d, k, p) by its coefficient scheme \( (A, b, y_0, y_1, \ldots, y_{k-1}) \), where \( A = (a_{ij}) \) is a 2 × 2 matrix, \( b = (b_1, b_2)^T \) is a 2-vector \( y_0 = (y_{0,j}) \) is 3 × (d − 1) matrix and \( y_{\ell} = (y_{\ell,j}) \), \( \ell = 1, 2, \ldots, k - 1 \), are \( k - 1 \times (d + 1) \) matrices. One can display the coefficient scheme \( (A, b, y_0, y_1, \ldots, y_{k-1}) \) and the \( c_i \) in the Butcher tableau

\[
\begin{array}{c|cccc}
1 & c_1 & c_2 & a_{2,1} & b_2 \\
\hline
& b_1 &
\end{array}
\]

the 3 × (d − 1) matrix \( y_0 \)

\[
y_0 = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\gamma_{0,2,2} & \gamma_{0,2,3} & \cdots & \gamma_{0,2,d} \\
\gamma_{0,3,2} & \gamma_{0,3,3} & \cdots & \gamma_{0,3,d}
\end{bmatrix}, \hspace{1cm} (10)
\]

and the 3 × (d + 1) matrices \( y_{\ell} \), \( \ell = 1, 2, \ldots, k - 1 \),

\[
y_{\ell} = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\gamma_{\ell,2,0} & \gamma_{\ell,2,1} & \cdots & \gamma_{\ell,2,d} \\
\gamma_{\ell,3,0} & \gamma_{\ell,3,1} & \cdots & \gamma_{\ell,3,d}
\end{bmatrix}. \hspace{1cm} (11)
\]

3. Order conditions for predictor-corrector HBO(d, k, p)

To derive the order conditions of HBO(d, k, p), we shall use the following expressions coming from the backsteps of the method. First, we need to satisfy the set of consistency conditions:

\[
v_{BU,j} + \sum_{\ell=1}^{k-1} y_{\ell,j,0} = 1, \hspace{1cm} j = 2, 3. \hspace{1cm} (12)
\]

Next, we have to solve the following equations for \( a_{21}, c_2, b_1, b_2 \):

\[
a_{21} c_1^k + k! B_2(k + 1) = \frac{1}{k + 1} c_2^{k+1}, \hspace{1cm} k = 0, 1, \ldots, (p - 2), \hspace{1cm} (13)
\]

\[
b_1 c_1^k + b_2 c_2^k + k! B(k + 1) = \frac{1}{k + 1}, \hspace{1cm} k = 0, 1, \ldots, (p - 1), \hspace{1cm} (14)
\]

where the backstep parts, \( B_2(j) \) and \( B(j) \), are defined by
This form generalizes the modified Shu–Osher form for RK methods (see [8]). We can rearrange the stage

\[ B_2(j) = \gamma_{0,2,j} + \sum_{\ell=1}^{k-1} \sum_{m=0}^{j} \gamma_{\ell,2,m} \frac{(-1)^{j-m}}{(j-m)!}, \quad j = 1, 2, \ldots, d, \]

\[ B_2(j) = \sum_{\ell=1}^{k-1} \sum_{m=0}^{d} \gamma_{\ell,2,m} \frac{(-1)^{j-m}}{(j-m)!}, \quad j = d + 1, d + 2, \ldots, p - 1, \]

\[ B(j) = \gamma_{0,3,j} + \sum_{\ell=1}^{k-1} \sum_{m=0}^{j} \gamma_{\ell,3,m} \frac{(-1)^{j-m}}{(j-m)!}, \quad j = 1, 2, \ldots, d, \]

\[ B(j) = \sum_{\ell=1}^{k-1} \sum_{m=0}^{d} \gamma_{\ell,3,m} \frac{(-1)^{j-m}}{(j-m)!}, \quad j = d + 1, d + 2, \ldots, p. \]

4. From modified Shu–Osher form to canonical Shu–Osher form of \(k\)-step HBO\((d, k, p)\)

Gottlieb, Ketcheson and Shu presented canonical Shu–Osher forms in compact vector notation for RK methods (see [8, Section 3.1–3.4] for details). Our construction of the canonical Shu–Osher form of HBO\((d, k, p)\) proceeds in three steps in Subsections 4.1–4.3.

4.1. Modified Shu–Osher form of \(k\)-step HBO\((d, k, p)\)

Similar to the generalization to HB methods [20] of the Shu-Osher form of RK methods [24], equations (8)–(9) can be written in the form

\[ Y_i = \left[ \sum_{j=1}^{i-1} \alpha_{ij} Y_j + \Delta t \beta_{ij} F_j \right] + \sum_{m=2}^{d} (\Delta t)^m \delta_{0,i,m} y_n^{(m)} \]

\[ + \sum_{\ell=1}^{k-1} \sum_{m=0}^{d} (\Delta t)^m \delta_{\ell,i,m} y_{n-\ell}^{(m)}, \quad i = 2, 3, \]

\[ y_{n+1} = Y_3, \]

with consistency conditions:

\[ \sum_{j=1}^{i-1} \alpha_{ij} + \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} = 1, \quad i = 2, 3. \]

Form (19) is called the Shu–Osher form of HBO\((d, k, p)\). By setting \(v_i = \alpha_{i1}\) and \(w_i = \beta_{i1}, i = 2, 3\), in (19), we have the modified Shu–Osher form of HBO\((d, k, p)\):

\[ Y_i = \left[ v_i y_n + \Delta t w_i f_n + \sum_{m=2}^{d} (\Delta t)^m \delta_{0,i,m} y_n^{(m)} \right] \]

\[ + \left[ \sum_{\ell=1}^{k-1} \sum_{m=0}^{d} (\Delta t)^m \delta_{\ell,i,m} y_{n-\ell}^{(m)} \right] + \sum_{j=2}^{i-1} \alpha_{ij} Y_j + \Delta t \beta_{ij} F_j \], \quad i = 2, 3,

\[ y_{n+1} = Y_3. \]

This form generalizes the modified Shu–Osher form for RK methods (see [8]). We can rearrange the stage
Thus we obtain the di-

Y_i = v_i \left[ y_n + \Delta t \frac{w_i}{v_i} f_n + \sum_{m=2}^{d} (\Delta t)^m \frac{b_{0,i,m}}{v_i} y_n^{(m)} \right] + \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} \left[ y_{n-\ell} + \sum_{m=1}^{d} (\Delta t)^m \frac{b_{\ell,i,m}}{v_i} y_{n-\ell}^{(m)} \right] + \sum_{j=2}^{i-1} \alpha_{ij} \left( Y_j + \Delta t \frac{\beta_{ij}}{\alpha_{ij}} F_j \right), \quad i = 2, 3, (22)

with consistency conditions:

\[ v_i + \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} + \sum_{j=2}^{i-1} \alpha_{ij} = 1, \quad i = 2, 3. \quad (23) \]

Thus we obtain the difference \( Y_i - \bar{Y}_i, i = 2, 3, \) from (22) as follows:

\[
Y_i - \bar{Y}_i = v_i \left[ (y_n + \Delta t \frac{w_i}{v_i} f_n + \sum_{m=2}^{d} (\Delta t)^m \frac{b_{0,i,m}}{v_i} y_n^{(m)}) - (\bar{y}_n + \Delta t \frac{w_i}{v_i} \bar{f}_n + \sum_{m=2}^{d} (\Delta t)^m \frac{b_{0,i,m}}{v_i} \bar{y}_n^{(m)}) \right] - \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} \left[ (y_{n-\ell} + \sum_{m=1}^{d} (\Delta t)^m \frac{b_{\ell,i,m}}{v_i} y_{n-\ell}^{(m)}) - (\bar{y}_{n-\ell} + \sum_{m=1}^{d} (\Delta t)^m \frac{b_{\ell,i,m}}{v_i} \bar{y}_{n-\ell}^{(m)}) \right] + \sum_{j=2}^{i-1} \alpha_{ij} \left[ (Y_j + \Delta t \frac{\beta_{ij}}{\alpha_{ij}} F_j) - (\bar{Y}_j + \Delta t \frac{\beta_{ij}}{\alpha_{ij}} \bar{F}_j) \right], \quad i = 2, 3. (24)

Provided all the coefficients of (22) are nonnegative, the following straightforward extension of a result presented in [9, 12] holds.

**Theorem 1.** If \( f \) satisfies condition (4) of the \( S(d) \) method, then the \( k \)-step, predictor-corrector \( HBO(p) \) method (22) satisfies the CP property

\[ \|y_{n+1} - \bar{y}_{n+1}\| \leq \max_{0 \leq \ell \leq k-1} \|y_{n-\ell} - \bar{y}_{n-\ell}\| \]

provided

\[ \Delta t \leq c_{\text{feasible}} \Delta t_{S(d)}, \]

where

- the feasible CP coefficient, \( c_{\text{feasible}} \), is the minimum of the following numbers:
  \[
  \left\{ \frac{a_{32}}{\beta_{32}}, r_{i0} = \frac{v_i}{w_i}, \quad \text{and} \quad r_{i\ell} = \left( \frac{\delta_{\ell,i,0}}{\delta_{\ell,i,1}} \right)^m \right\}, \quad \left\{ \begin{array}{c} i = 2, 3, \\ \ell = 1, 2, \ldots, k - 1, \end{array} \right. \quad (25)
  \]

- the following conditions are imposed on \( \delta_{\ell,i,m} \):
  \[
  \frac{\delta_{0,i,m}}{v_i} \leq \left[ \frac{1}{r_{i0}} \right]^m \frac{1}{m!}, \quad \frac{\delta_{\ell,i,m}}{\delta_{\ell,i,0}} \leq \left[ \frac{1}{r_{i\ell}} \right]^m \frac{1}{m!}, \quad \left\{ \begin{array}{c} i = 2, 3, \\ m = 2, 3, \ldots, d, \\ \ell = 1, 2, \ldots, k - 1, \end{array} \right. \quad (26)
  \]

under the assumption that all coefficients of (22) are nonnegative, with the convention that the ratios \( a/0 = +\infty \), and the ratios \( 0/0 \) are ignored.
Proof. The difference \( Y_i - \tilde{Y}_i \) of HBO(\( d, k, p \)) can be rewritten as a convex combination of the three terms on the right-hand side of (24). Thus, by the convexity of the norm \( \| \cdot \| \), we have

\[
\| Y_i - \tilde{Y}_i \| \leq v_i \left\| \left( y_n + \Delta t \frac{w_l}{v_i} f_n + \sum_{m=2}^{d} (\Delta t)^m \frac{\delta_{0,i,m}}{v_i} y_n^{(m)} \right) \right. \\
- \left( \tilde{y}_n + \Delta t \frac{w_l}{v_i} \tilde{f}_n + \sum_{m=2}^{d} (\Delta t)^m \frac{\delta_{0,i,m}}{v_i} \tilde{y}_n^{(m)} \right) \bigg\| \\
+ \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} \left\| \left( y_{n-\ell} + \sum_{m=1}^{d} (\Delta t)^m \frac{\delta_{\ell,i,m}}{\delta_{\ell,i,0}} y_{n-\ell}^{(m)} \right) \right. \\
- \left( \tilde{y}_{n-\ell} + \sum_{m=1}^{d} (\Delta t)^m \frac{\delta_{\ell,i,m}}{\delta_{\ell,i,0}} \tilde{y}_{n-\ell}^{(m)} \right) \bigg\| \\
+ \sum_{j=2}^{i-1} \alpha_{ij} \left\| \left( Y_j + \Delta t \frac{\beta_{ij}}{\alpha_{ij}} F_j \right) - \left( \tilde{Y}_j + \Delta t \frac{\beta_{ij}}{\alpha_{ij}} \tilde{F}_j \right) \right\|, \quad i = 2, 3. \tag{27}
\]

The first two terms on the right-hand side of (27) have the following upper bounds:

\[
v_i \left\| \left( y_n + \Delta t \frac{w_l}{v_i} f_n + \sum_{m=2}^{d} (\Delta t)^m \frac{\delta_{0,i,m}}{v_i} y_n^{(m)} \right) \right. \\
- \left( \tilde{y}_n + \Delta t \frac{w_l}{v_i} \tilde{f}_n + \sum_{m=2}^{d} (\Delta t)^m \frac{\delta_{0,i,m}}{v_i} \tilde{y}_n^{(m)} \right) \bigg\| \\
+ \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} \left\| \left( y_{n-\ell} + \sum_{m=1}^{d} (\Delta t)^m \frac{\delta_{\ell,i,m}}{\delta_{\ell,i,0}} y_{n-\ell}^{(m)} \right) \right. \\
- \left( \tilde{y}_{n-\ell} + \sum_{m=1}^{d} (\Delta t)^m \frac{\delta_{\ell,i,m}}{\delta_{\ell,i,0}} \tilde{y}_{n-\ell}^{(m)} \right) \bigg\| \\
\leq v_i \left\| y_n - \tilde{y}_n \right\| + \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} \left\| y_{n-\ell} - \tilde{y}_{n-\ell} \right\| \quad \text{by (4)}
\]

\[
\leq (v_i + \sum_{\ell=1}^{k-1} \delta_{\ell,i,0}) \max_{0 \leq \ell \leq k-1} \left\| y_{n-\ell} - \tilde{y}_{n-\ell} \right\|, \quad i = 2, 3,
\]

since

\[
\frac{1}{\tau_{\ell,t}} \Delta t \leq \frac{\Delta t}{c_{\text{feasible}}} \leq \Delta t s_{(d)} \ell = 0, 1, \ldots, k - 1.
\]

The third term on the right-hand side of (27) has the following upper bound:

\[
\sum_{j=2}^{i-1} \alpha_{ij} \left\| \left( Y_j + \Delta t \frac{\beta_{ij}}{\alpha_{ij}} F_j \right) - \left( \tilde{Y}_j + \Delta t \frac{\beta_{ij}}{\alpha_{ij}} \tilde{F}_j \right) \right\| \\
\leq \sum_{j=2}^{i-1} \alpha_{ij} \left\| \left( Y_j + \Delta t \frac{\beta_{ij}}{c_{\text{feasible}}} F_j \right) - \left( \tilde{Y}_j + \Delta t \frac{\beta_{ij}}{c_{\text{feasible}}} \tilde{F}_j \right) \right\| \\
\leq \sum_{j=2}^{i-1} \alpha_{ij} \max_{0 \leq \ell \leq k-1} \left\| y_{n-\ell} - \tilde{y}_{n-\ell} \right\|, \quad i = 2, 3, \quad \text{by (4)},
\]
since $\frac{\beta_{ij} \Delta t}{\alpha_{ij}} \leq \frac{\Delta t}{c_{\text{feasible}}} \leq \Delta t$.  

Because $v_i$, $\sum_{\ell=1}^{k-1} \delta_{\ell,i,0}$ and $\alpha_{ij}$ are nonnegative and $v_i + \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} + \sum_{j=1}^{i} \alpha_{ij} = 1$, we have the inequality

$$
\|Y_i - \bar{Y}_i\| \leq \left( v_i + \sum_{\ell=1}^{k-1} \delta_{\ell,i,0} \right) \max_{0 \leq s \leq 1} \|y_n - \bar{y}_n - \tilde{y}_n - \ell\| + \sum_{j=2}^{i} \alpha_{ij} \max_{0 \leq s \leq 1} \|y_n - \bar{y}_n - \ell\|
$$

$$
\leq \max_{0 \leq s \leq 1} \|y_{n-j} - \bar{y}_{n-j}\|, \quad i = 2, 3.
$$

We thus obtain $\|Y_i - \bar{Y}_i\| \leq \max_{0 \leq s \leq 1} \|y_{n-j} - \bar{y}_{n-j}\|$ for $i = 2, 3$. In particular, this yields $\|y_{n+1} - \bar{y}_{n+1}\| \leq \max_{0 \leq s \leq 1} \|y_{n-j} - \bar{y}_{n-j}\|$. \hfill \qed

It is to be noted here that each representation of (22) with coefficients $v_i$, $w_i$, $\alpha_{ij}$, $\beta_{ij}$, and $\delta_{\ell,i,m}$ will produce a feasible CP coefficient, $c_{\text{feasible}}$, defined in Theorem 1 and a feasible HBO($d,k,p$) in modified Shu–Osher form (22). What we really want is not merely a feasible method HBO($d,k,p$) in Shu–Osher form but a best HBO($d,k,p$). This question will be considered in Subsection 4.4.

Transforming formulae (8)–(9) into the modified Shu–Osher form (21) of HBO($d,k,p$) and vice versa will be considered in Subsection 4.2.

4.2. Vector notation of HBO($d,k,p$)

Vector and matrix notation will help represent HBO($d,k,p$) in canonical Shu–Osher form. We define 3-vectors

$$v = [0, v_2, v_3]^T, \quad w = [0, w_2, w_3]^T,$$

strictly lower triangular matrices $\alpha, \beta \in \mathbb{R}^{3 \times 3}$, rectangular matrices $\delta_0 \in \mathbb{R}^{3 \times (d-1)}$ and $\delta_1, \delta_2, \ldots, \delta_{k-1} \in \mathbb{R}^{3 \times (d+1)}$ with zero first row. The components $v_i$, $w_i$, $\alpha_{ij}$, $\beta_{ij}$, $\delta_{\ell,i,m}$ come from the modified Shu–Osher form (21) of HBO($d,k,p$). Moreover,

$$Y = [0, Y_2, Y_3]^T, \quad F = [0, F_2, F_3]^T,$$

$$\varphi_n = [(\Delta t)^2 y_n^{(2)}, (\Delta t)^3 y_n^{(3)}, \ldots, (\Delta t)^d y_n^{(d)}]^T,$$

$$\varphi_{n-\ell} = [(\Delta t)^0 y_{n-\ell}^{(0)}, (\Delta t)^1 y_{n-\ell}^{(1)}, (\Delta t)^2 y_{n-\ell}^{(2)}, \ldots, (\Delta t)^d y_{n-\ell}^{(d)}]^T,$$

$$\ell = 1, 2, \ldots, k-1,$$

with the following $N$-vectors: $Y_j F_j$ for $j = 1, 2, 3$, $y_{n-\ell} f_{n-\ell}$ for $\ell = 0, 1, \ldots, k-1$, $Y_1 = y_n$, $F_1 = f_n$, $Y_3 = y_{n+1}$ and $F_3 = f_{n+1}$.

4.2.1. Modified Shu–Osher form in vector notation

Using the above notation, we rewrite the modified Shu–Osher form (21) of HBO($d,k,p$) in vector notation:

$$Y = v y_n^T + \Delta t w f_n^T + \delta_0 \varphi_n + \sum_{\ell=1}^{k-1} \delta_{\ell} \varphi_{n-\ell}$$

$$+ \alpha Y + \Delta t \beta F,$$

$$y_{n+1} = Y_3.$$

with consistency conditions (20),

$$v + \sum_{\ell=1}^{k-1} \delta_{\ell,0} + \alpha e_3 = e_3,$$
where
\[ \delta_{\ell,0} = [0, \delta_{\ell,2,0}, \delta_{\ell,3,0}]^T, \ell = 1, 2, \ldots, k - 1, \text{ and } e_3 = [0, 1, 1]^T \in \mathbb{R}^3. \] (31)

It is to be noted that, by setting the first row of matrices \( Y, F \) equal zero, \( \alpha_{i1} \) and \( \beta_{i1}, i = 2, 3 \) are not used in formulae (29) and are replaced by \( v_i \) and \( w_i, i = 2, 3 \), respectively.

### 4.2.2. Butcher form in vector notation

If \( \alpha = 0 \), then the modified Shu–Osher form (29) becomes

\[ Y = v_n y_n^T + \Delta t w_0 f_n^T + \delta_0 \varphi_n + \sum_{\ell=1}^{k-1} \delta_{\ell} \varphi_{n-\ell} + \Delta t \beta F, \]

\[ y_{n+1} = Y_3. \] (32)

which is the Butcher form. The elements \( v, w, \delta_0, \delta_\ell, \beta \) of (32) are then denoted as \( v_0, w_0, \gamma_0, \gamma_\ell, \beta_0 \) respectively, and hence the Butcher form (32) can be rewritten as

\[ Y = v_0 y_n^T + \Delta t w_0 f_n^T + \gamma_0 \varphi_n + \sum_{\ell=1}^{k-1} \gamma_{\ell} \varphi_{n-\ell} + \Delta t \beta_0 F, \]

\[ y_{n+1} = Y_3, \] (33)

with the consistency condition,

\[ v_0 + \sum_{\ell=1}^{k-1} Y_{\ell,0} = e_3, \] (34)

where \( Y_{\ell,0} = [0, \gamma_{\ell,2,0}, \gamma_{\ell,3,0}]^T, \ell = 1, 2, \ldots, k - 1, \) and \( e_3 \) is defined in (31).

To find the relation between the Shu–Osher coefficients and the Butcher coefficients, we can solve (29) for \( Y \) since \( I - \alpha \) is invertible because the matrix \( \alpha \) is strictly lower triangular,

\[ Y = (I - \alpha)^{-1} v y_n^T + \Delta t (I - \alpha)^{-1} w f_n^T + (I - \alpha)^{-1} \delta_0 \varphi_n + \sum_{\ell=1}^{k-1} (I - \alpha)^{-1} \gamma_{\ell} \varphi_{n-\ell} + \Delta t (I - \alpha)^{-1} \beta F. \] (35)

Comparing (35) with (33), we have the following relations between the generalized Shu–Osher coefficients and the Butcher coefficients,

\[ v_0 = (I - \alpha)^{-1} v, \quad w_0 = (I - \alpha)^{-1} w, \quad \gamma_0 = (I - \alpha)^{-1} \delta_0, \]

\[ \gamma_\ell = (I - \alpha)^{-1} \delta_\ell, \quad \beta_0 = (I - \alpha)^{-1} \beta. \] (36) (37)

These relations allow a simple transformation of the vectors and matrices \( v, w, \delta_0, \delta_\ell, \) \( \ell = 1, 2, \ldots, k - 1, \) \( \beta \) of a Shu–Osher form into \( v_0, w_0, \gamma_0, \gamma_\ell, \) \( \ell = 1, 2, \ldots, k - 1, \) \( \beta_0 \) of a Butcher form and vice versa.

In fact, the form (33) is the Butcher form (8) and (9) with

\[ v_0 = [0, v_{BU2}, v_{BU3}]^T, \quad w_0 = [0, a_{21}, b_1]^T, \]

\[ \beta_0 = \begin{bmatrix} 0 & 0 & 0 \\ a_{21} & 0 & 0 \\ b_1 & b_2 & 0 \end{bmatrix}, \]

\( \gamma_0 \) defined in (10), \( \gamma_\ell, \) \( \ell = 1, 2, \ldots, k - 1 \) in (11), and \( \varphi_n, \varphi_{n-\ell}, F, \) in (28), respectively.
4.3. Canonical Shu–Osher form of HBO($d, k, p$) in vector notation

To find the CP coefficient of HBO($d, k, p$), it is useful to consider a particular modified Shu–Osher form (29) where the elements of the matrices $a$ and $b$ satisfy the ratios

$$r = \frac{\alpha_{32}}{\beta_{32}}, \text{ such that } \beta_{32} \neq 0,$$

(40)

or, in vector notation,

$$\alpha_r = r\beta_r.$$

(41)

Substituting this relation into (37), we can solve for $\beta_r$ in terms of $\beta_0$ and $r$. First, we have

$$(I - r\beta_r)^{-1} \beta_r = \beta_0 \iff \beta_r = \beta_0 - r\beta_0 \iff \beta_r(I + r\beta_0) = \beta_0.$$

Then, since $I + r\beta_0$ is invertible, the coefficients of the Shu–Osher form (29) are given in terms of the coefficients of the Butcher form (33) by the expressions

$$v_r = (I + r\beta_0)^{-1} v_0 = (I - \alpha_r) v_0,$$

(42)

$$w_r = (I + r\beta_0)^{-1} w_0 = (I - \alpha_r) w_0,$$

(43)

$$\delta_{0,r} = (I + r\beta_0)^{-1} \gamma_0 = (I - \alpha_r) \gamma_0,$$

(44)

$$\delta_{\ell,r} = (I + r\beta_0)^{-1} \gamma_{\ell} = (I - \alpha_r) \gamma_{\ell},$$

(45)

$$\alpha_r = r\beta_r = r\beta_0(I + r\beta_0)^{-1} = \beta_0(I - \alpha_r),$$

(46)

$$\beta_r = \beta_0(I + r\beta_0)^{-1} = \beta_0(I - \alpha_r),$$

(47)

where the identity $(I - \alpha_r) = (I + r\beta_0)^{-1}$ follows from

$$(I - \alpha_r)(I + r\beta_0) = (I - r\beta_r)(I + r\beta_0) = I + r\beta_0 - r\beta_r - r^2\beta_0 = I$$

since $r\beta_r = r\beta_0 - r^2\beta_0$.

It is to be noted that using (37) and (47), $\beta_r$ can then be written as

$$\beta_r = \beta_0(I + r\beta_0)^{-1} = \beta_0(I - \alpha_r) = (I - \alpha_r) \beta_0 = (I + r\beta_0)^{-1} \beta_0.$$

(48)

As in [8], we shall refer to the form given by the coefficients (42)–(47), as the canonical Shu–Osher form of HBO($d, k, p$):

$$Y = v_r y_n^T + \Delta t w_r f_n^T + \delta_{0,r} q_n + \sum_{\ell=1}^{k-1} \delta_{\ell,r} q_{n-\ell} + \alpha_r Y + \Delta t \beta_r F,$$

(49)

which can be written solely in terms of the vectors and matrices $v_0, w_0, \gamma_0, \gamma_{\ell}, \beta_0$ of the Butcher form (33),

$$Y = (I + r\beta_0)^{-1} v_0 y_n^T + \Delta t (I + r\beta_0)^{-1} w_0 f_n^T + (I + r\beta_0)^{-1} \gamma_0 q_n + \sum_{\ell=1}^{k-1} (I + r\beta_0)^{-1} \gamma_{\ell} q_{n-\ell} + r\beta_0 (I + r\beta_0)^{-1} Y + \Delta t \beta_0 (I + r\beta_0)^{-1} F.$$

(50)
The canonical Shu–Osher form (49) and the Shu–Osher form (50), will allow us to formulate simply the optimization problem considered in Subsection 4.4.

Using (48) and (50), we obtain

\[ Y = (I + r\beta_0)^{-1} \left[ v_0y_n^T + \Delta tw_0f^T_n + \gamma_0p_n + \sum_{\ell=1}^{k-1} \gamma_{\ell}p_{n-\ell} + \beta_0(rY + \Delta F) \right]. \tag{51} \]

Here consistency requires that

\[ (I + r\beta_0)^{-1} v_0 + \sum_{\ell=1}^{k-1} (I + r\beta_0)^{-1} \gamma_{\ell,0} + r(I + r\beta_0)^{-1} \beta_0 e_3 = e_3, \tag{52} \]

where \( \gamma_{\ell,0} = [0, \gamma_{\ell,2,0}, \gamma_{\ell,3,0}]^T \) and \( e_3 \) is defined in (31). Condition (52) is equivalent to the consistency condition (30).

Note that the vectorial Butcher form (33), with \( v_0, w_0, \gamma_0, \gamma_{\ell}, \beta_0 \), corresponds to the canonical Shu–Osher form (49) or (51) with \( r = 0 \).

Relations (42)–(47) will enable us to obtain simply the vectors and matrices of a canonical Shu–Osher form (49) from those of a Butcher form (33) and vice versa.

To simplify notation, in the following theorem, the ratio \( r = \frac{\alpha_{32}}{\beta_{32}} \) becomes a feasible CP coefficient of HBO\( (d,k,p) \). Hence,

1. \( r \) must satisfy the conditions:

\[ r \leq r_{i0} = \frac{v_i}{w_i}, \quad r \leq r_{i\ell} = \left\{ \frac{\delta_{i,0}}{\delta_{i,1}} \right\}, \quad \left\{ \begin{array}{ll} \ell = 2, 3, \quad i = 2, 3, \\ \ell = 1, 2, \ldots, k-1, \end{array} \right. \tag{53} \]

2. conditions (26) are imposed on \( \delta_{i,0, m}, \ell = 0, 1, \ldots, k-1 \). To enhance the performance of the optimization software, conditions (26) can be rewritten as

\[ \delta_{i,0, m} m! v_i - 1 \leq 0, \quad \delta_{i, m} r_{i, m} m! - \delta_{i,0, m} \leq 0. \tag{54} \]

Therefore, the following slight modification of Theorem 1 holds.

**Theorem 2.** If \( f \) satisfies condition (4) of the S\( (d) \) method, then the \( k \)-step, predictor-corrector HBO\( (p) \) method (22) satisfies the CP property

\[ \|y_{n+1} - \tilde{y}_{n+1}\| \leq \max_{0 \leq \ell \leq k-1} \|y_{n-\ell} - \tilde{y}_{n-\ell}\| \]

provided

\[ \Delta t \leq c(v_r, w_r, \delta_{0,r}, \delta_{f,r}, \alpha_r, \beta_r) \Delta t_{S(d)}, \]

where

- \( c(v_r, w_r, \delta_{0,r}, \delta_{f,r}, \alpha_r, \beta_r) \) is equal to

\[ r = \left[ \begin{array}{c} \alpha_{32} \\ \beta_{32} \end{array} \right], \tag{55} \]

and satisfies conditions (53),

- conditions (54) are imposed on \( \delta_{i,0, m}, \ell = 0, 1, \ldots, k-1, i = 2, 3, m = 2, 3, \ldots, d, \)

under the assumption that all coefficients of (22) are nonnegative, with the convention that ratios \( a/0 = +\infty, \) and ratios \( 0/0 \) are ignored.
4.4. Optimizing \( c \) of HBO\((d, k, p)\)

With the newly defined \( r \), to optimize HBO\((d, k, p)\) and obtain \( c(\text{HBO}(d, k, p)) \), by Theorem 2, we maximize

\[ r = c(v_r, w_r, \delta_{0,r}, \delta_{r,\ell}, \alpha_r, \beta_r). \]

In the optimization formulation with any feasible initial data, the ratio \( r \) becomes the variable \( r \) which satisfies the following nonlinear equation in the variables \( \alpha_{32}, r, \beta_{32} \),

\[ \alpha_{32} - r\beta_{32} = 0, \]

together with conditions (53) and (54).

We can now formulate the optimization problem, using the Shu–Osher form (50) which is written solely in terms of the vectors and matrices of the Butcher form. Hence, the problem of optimizing HBO\((d, k, p)\) can be formulated as,

\[ c(\text{HBO}(d, k, p)) = \max_{v_r, w_r, \delta_{0,r}, \delta_{r,\ell}, \alpha_r, \beta_r} r, \] (56)

subject to the componentwise inequalities

\[
\begin{align*}
    v_r &= (I + r\beta_0)^{-1} v_0 \geq 0, \quad \text{(57)} \\
    w_r &= (I + r\beta_0)^{-1} w_0 \geq 0, \quad \text{(58)} \\
    \delta_{0,r} &= (I + r\beta_0)^{-1} \gamma_0 \geq 0, \quad \text{(59)} \\
    \beta_r &= \beta_0(I + r\beta_0)^{-1} \geq 0, \quad \text{(60)} \\
    \delta_{r,\ell} &= (I + r\beta_0)^{-1} \gamma_{\ell} \geq 0, \quad \ell = 1, 2, \ldots, k - 1, \quad \text{(61)}
\end{align*}
\]

together with conditions (53), (54) and order conditions (12) to (14) for order \( p \).

Since the consistency condition (52) is satisfied, condition (57) is equivalent to the following condition, in vector notation,

\[ \sum_{\ell=1}^{k-1} (I + r\beta_0)^{-1} \gamma_{\ell,0} + r\beta_0(I + r\beta_0)^{-1} e_3 \leq e_3. \]

It is to be noted here that each representation of the canonical Shu–Osher form (49) of HBO\((d, k, p)\) with coefficients \((v_r, w_r, \delta_{0,r}, \delta_{r,\ell}, \alpha_r, \beta_r)\), which satisfies conditions (57)–(61) together with conditions (53)–(54) and order conditions (12)–(14) for order \( p \), will produce a feasible CP coefficient \( c(v_r, w_r, \delta_{0,r}, \delta_{r,\ell}, \alpha_r, \beta_r) \) and a feasible HBO\((d, k, p)\) in Shu–Osher form (22).

4.5. Conditions to obtain CP predictor-corrector HBO\((d, k, p)\) series

We consider the following formula obtained from formula (22) using the relations \( r = \frac{\alpha_{ij}}{\beta_{ij}}, \quad r_{0} = \frac{v_i}{w_j} \) and \( r_{i,\ell} = \frac{\delta_{i,\ell,0}}{\delta_{i,\ell,1}} \) from (40) and (53),

\[
Y_i = v_i \left[ y_n + \Delta t \frac{1}{r_{0}} f_n + \sum_{m=2}^{d} (\Delta t)^n \frac{\delta_{0,i,m}}{v_i} y_n^{(m)} \right] + \sum_{\ell=1}^{k-1} \delta_{i,\ell,0} \left[ y_{n-\ell} + \Delta t \frac{1}{r_{i,\ell}} f_{n-\ell} \right] \\
+ \sum_{m=2}^{d} (\Delta t)^n \frac{\delta_{i,0,m}}{\delta_{i,0,0}} y_n^{(m)} + \sum_{j=2}^{i-1} \alpha_{ij} \left( Y_j + \Delta t \frac{1}{r_{i}} f_j \right), \quad i = 2, 3, \] (62)
The first two terms and the third term on the right hand side of (62) form the Taylor part and Runge–Kutta part respectively of HBO methods.

From formula (62), we can form the maximum stepsize $\Delta t_{RK}$ and $\Delta t_T$ of Runge–Kutta part and Taylor part, respectively,

\[
\Delta t_{RK} = r \Delta t_{FE},
\]

\[
\Delta t_T = \min_{i=2,3, \ell=0,1,\ldots,k-1} \{ r_{i\ell} \Delta t_{s(d)} \}.
\]

When HBO($d,k,p$) methods are applied to the test problem $y' = -y$, $\Delta t_{RK}$ and $\Delta t_T$ of (63) and (64) follow approximately the conditions:

\[
\Delta t_{RK} = r \cdot 2,
\]

\[
\Delta t_T \leq \min_{i=2,3, \ell=1,2,\ldots,k-1} \{ r_{i0}, r_{i\ell} \} |x_{\min,T}(d)|,
\]

where $x_{\min,T}(d)$, the lower end of the interval of stability of T($d$), Taylor method of order $d$, for all $d$, follows the formula

\[
|x_{\min,T}(d)| = 0.3725d + 1.3614,
\]

given by [3].

To guarantee the property that the stability intervals of HBO($d,k,p$) methods grow as order $p$ increases, like Taylor methods, $\Delta t_{RK}$ must exceed substantially $\Delta t_T$ (and, hence, $|x_{\min,T}(d)|$) as follows:

\[
\Delta t_{RK} = \Theta |x_{\min,T}(d)|,
\]

where the security factor $\Theta$ can be between 2 to 3, and, consequently, from (65) and (68), $r$ must satisfy,

\[
r = \frac{\Theta |x_{\min,T}(d)|}{2} = \frac{\Theta (0.3725d + 1.3614)}{2}.
\]

4.6. Optimizing $c$ of predictor-corrector HBO($d,k,p$) series

With the newly defined $r$ in (69), the problem of optimizing HBO($d,k,p$) can be formulated as,

\[
c(HBO(d,k,p)) = \max r_T,
\]

subject to component-wise inequalities (57)–(61) together with following conditions

\[
r_T \leq r_{i0} = \frac{v_i}{w_i}, \quad r_T \leq r_{i\ell} = \frac{\delta_{i,j,0}}{\delta_{i,j,m}}, \quad \begin{cases} i = 2,3, \\ \ell = 1,2,\ldots,k-1, \end{cases}
\]

condition (54) and order conditions (12)–(14) for order $p$.

Since HBO($d,k,p$) contains many free parameters, the MATLAB Optimization Toolbox was used to search for the methods with largest $c(HBO(d,k,p))$ under the tolerance $10^{-12}$ on the objective function $c(HBO(d,k,p))$, provided all the constraints are satisfied to tolerance $8 \times 10^{-14}$.

5. Existence and stability properties of HBO($d,k,p$) series methods

5.1. Existence of HBO($d,k,p$) series methods as a function of $d$ derivatives

HBO($d,k,p$) coefficients were obtained using security factor $\Theta = 2$ and formula $|x_{\min,T}(d)| = 0.4d + 1.4$ which is larger than $|x_{\min,T}(d)|$ in (67) for $d > 0$. 

For a given \( d \), Table 1 lists the upper bound \( p_u \) of \( p \) of HBO\((d, k, p)\), \( k = 2, 3 \), which exist and \( x_{\min}(p_u) \) of order \( p_u \). Here, it is seen that \( x_{\min}(p_u) \) compare positively with \( x_{\min} = -2 \) of the most stable member of the predictor-corrector Adams–Bashforth–Moulton method family.

\[
\begin{array}{c|cc|cc}
 d & p_u & x_{\min}(p_u) & p_u & x_{\min}(p_u) \\
\hline
 2 & 3 & -3.64 & 4 & -3.28 \\
 3 & 5 & -3.36 & 7 & -2.24 \\
 4 & 6 & -4.24 & 8 & -2.00 \\
 5 & 7 & -2.96 & 9 & -3.76 \\
 6 & 8 & -4.56 & 11 & -1.92 \\
 7 & 11 & -2.00 & 13 & -2.24 \\
 8 & 12 & -2.58 & 14 & -2.04 \\
 9 & 13 & -3.01 & 16 & -2.38 \\
\hline
\text{Average} & -3.29 & \text{Average} & -2.48
\end{array}
\]

Table 1: For a given \( d \), the table lists the upper bound \( p_u \) of \( p \) of HBO\((d, k, p)\), \( k = 2, 3 \), which exist and \( x_{\min}(p_u) \) of order \( p_u \).

For a given \( k = 2, 3 \), Table 2 lists the equations of line \( p_u = \eta d + \zeta \) of best fit for a set of ordered pairs \((d, k, p_u)\), appearing in Table 1.

\[
\begin{array}{c|c|c}
 k = 2 & k = 3 \\
\hline
 p_u = 1.4404 d + 0.2023 & p_u = 1.6190 d + 1.3452 \\
\end{array}
\]

Table 2: For a given \( k = 2, 3 \), the table lists the equations of line \( p_u = \eta d + \zeta \) of best fit for a set of ordered pairs \((d, k, p_u)\), appearing in Table 1.
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Figure 1: Upper bounds \( p_u \) of order \( p \) of HBO\((d, 3, p)\) methods as an increasing function of \( d \), number of their derivatives.

As an example, Fig. 1 depicts the upper bounds \( p_u \) of CP HBO\((d, 3, p)\) methods as an increasing function of \( d \), number of derivatives and shows that the upper bound \( p_u \) of order \( p \) seems to be linear with the number of derivatives \( d \) and a linear least square fit is given in Table 2 where the slope \( \eta = 1.6190 \) is expected, since an increase of order \( p \) by one requires two additional order conditions while an increase of \( d \) by one yields 6 additional variables. Here, for any positive \( d \), lower bounds \( x_{\min} \) of the unscaled intervals of stability \((x_{\min}, 0)\) of HBO\((d, k, p_u)\)) satisfy generally the relation \( |x_{\min}| \geq 2 \times c(\text{HBO}(d, k, p_u)) \) from condition (7) and, hence, CP HBO\((d, k, p)\)) are absolutely stable for \( d = 1 \) to infinity. This analysis suggests that, for large \( d \), HBO\((d, k, p)\) methods have order \( p \) large enough to take into account many problems which require a very high precision of the solution, similar to Taylor methods which have the slope \( \eta = 1 \).

Since \( p_u \) follows the equations shown in Table 2, when we slow down the growth of order \( p \) as \( d \) increases
as follows: \( p = \lfloor \eta d \rfloor \) where
\[
1 \leq \eta \leq \eta_{\max}, \tag{72}
\]
HBO\((d,k,p)\) method has desirable stability properties considered in Subsection 5.3. Here, \( \eta_{\max} > 1 \) should not be much larger than 1. From Table 4, \( \eta_{\max} \) seems to be about 1.4 or less.

5.2. Regions of absolute stability of HBO\((d,k,p)\)
To obtain the regions of absolute stability, \( R \), of HBO\((d,k,p)\), we apply the stage formula \( P_2 \) and the integration formula with constant step \( h = \Delta t \) to the linear test equation
\[
y' = \lambda y, \quad y_0 = 1.
\]
Thus we obtain
\[
Y_2 = v_{BU,2} y_n + \lambda \Delta t a_{21} y_n + \sum_{m=2}^{d} (\lambda \Delta t)^{m} y_{0,2,m} y_n + \sum_{\ell=1}^{k-1} \sum_{m=0}^{d} (\lambda \Delta t)^{m} y_{\ell,2,m} y_{n-\ell}, \tag{73}
\]
and
\[
y_{n+1} = v_{BU,3} y_n + \lambda \Delta t [b_1 y_n + b_2 Y_2] + \sum_{m=2}^{d} (\lambda \Delta t)^{m} y_{0,3,m} y_n + \sum_{\ell=1}^{k-1} \sum_{m=0}^{d} (\lambda \Delta t)^{m} y_{\ell,3,m} y_{n-\ell}. \tag{74}
\]
It is seen that \( Y_2 \) in (73) is expressed only in terms of \( y_{n-\ell}, \ell = 0, 1, \ldots, k - 1 \). Then, \( y_{n+1} \) in (74) is expressed only in terms of \( y_{n-\ell}, \ell = 0, 1, \ldots, k - 1 \); thus we obtain the following second-order difference equation and associated linear characteristic equation:
\[
\sum_{j=0}^{k} C_j y_{n+j} = 0, \quad \sum_{j=0}^{k} C_j \gamma^j = 0. \tag{75}
\]
A complex number \( \hat{h} = \lambda h \) is in \( R \) if the \( k \) roots of the characteristic equation satisfy the root condition \( |r_s| \leq 1, \) \( s = 1, 2, \ldots, k, \) provided the multiple roots satisfy \( |r_s| < 1 \). The scanning method used to find \( R \) is similar to the one used for Runge–Kutta methods (see [16, pp. 70 and 204]). As an example, the grey regions in Fig. 3 depict \( R \) in the half-plane \( \text{Im}(\hat{h}) > 0 \) for two selected HBO methods: HBO\((9,2,13)\) and HBO\((8,3,14)\). Here the lower ends of the intervals of stability, denoted by \( x_{\min} \), of HBO\((9,2,13)\) and HBO\((8,3,14)\) are \( x_{\min} = -3.00 \) and \( x_{\min} = -2.08 \) respectively.

5.3. Stability properties of HBO methods for a given step number \( k \)
In this section, we analyze some stability properties and list the principal error term of CP HBO\((d,k,p)\) methods with \( p = \lfloor \eta d \rfloor \) and \( \eta \) satisfying (72). Similar to the case of Taylor series methods, the use of high number \( d \) gives HBO series methods of high order.

We are now interested in the size of the stability regions of CP HBO\((d,k,p)\) methods. The percentage stability gain (PSG) of method 2 over method 1 is defined by the formula (cf. Sharp [23]),
\[
(\text{PSG}) = 100 \sum_{d} \left[ \frac{|x_{\min}(d,2)|}{|x_{\min}(d,1)|} - 1 \right], \tag{76}
\]
where \( x_{\min}(d,1) \) and \( x_{\min}(d,2) \) are the lower end of the interval of stability of methods 1 and 2, respectively.
Table 3: Unscaled $|x_{\text{min}}|$ of HBO($d,k,p = [1.2d]$), $k = 2, 3$, series method and of Taylor series $T(d)$ method as a function of $d$ and $p$. The percentage stability gains of HBO($d,2,p$) and HBO($d,3,p$) methods over $T(d)$ are more than 16 % and 33 % respectively.

As an example, Table 3 lists bounds $|x_{\text{min}}|$ of unscaled intervals of stability $(x_{\text{min}},0)$ of CP HBO($d,k,p$) method, $k = 2, 3$, with $p = [1.2d]$, $d = 5, 6, \ldots, 12$ as a function of $d$ and $p$. Here, on the basis of $|x_{\text{min}}|$ averages and percentage stability gains, $|x_{\text{min}}|$ of CP HBO($d,k,p$) method, $k = 2, 3$, compare favorably with $|x_{\text{min}}|$ of $T(d)$ with the order of Taylor method $T(d)$ less than 87 % of the order of HBO method. It is also seen that HBO($d,3,p$) methods are generally more stable than HBO($d,2,p$) methods of the same order.

The values $|x_{\text{min}}|$ of CP HBO($d,3,p = [1.3d]$) method as a function of $d$ are depicted in Fig. 2. Similar to Barrio et al. [3], we use linear least square fits of $|x_{\text{min}}|$ as a function of $d$, the number of derivatives of the method. These linear least square fits give different positive slopes $\rho$ and $\sigma$ of $|x_{\text{min}}| = \rho d + \sigma$ depending on the values of $\eta$.

For a given formula of $p$ as a function of $d$, Table 4 lists slopes $\rho$ and $\sigma$ of a linear least square fit of $|x_{\text{min}}| = \rho d + \sigma$ for the listed methods. It is seen that HBO($d,k,p = [\eta d]$) series methods have slopes $\rho$ positive and non negligible up to $\eta = 1.4$ and compare favorably with $T(d)$ methods on the basis of $|x_{\text{min}}|$ averages and percentage stability gains. These $|x_{\text{min}}|$ averages and percentage stability gains increase with decreasing $\eta$.

Figure 2: Unscaled bounds $|x_{\text{min}}|$ of the intervals of absolute stability of HBO($d,3,p = [1.3d]$) methods as a function of $d$, number of their derivatives.

Table 4: Slope $\rho$ and $\sigma$ of a linear least square fit of $|x_{\text{min}}| = \rho d + \sigma$ for the HBO($d,3,p$) methods, $d = 4, 5, \ldots, 12$, corresponding $|x_{\text{min}}|$ averages and percentage stability gains (PSG) of HBO($d,3,p$) methods over $T(d)$.
6. Regions of absolute stability and principal error terms of two selected methods: HBO(9,2,13) and HBO(8,3,14)

Using the method described in Subsection 5.2, we obtain stability regions $R$ in the half-plane $\text{Im}(\hat{h}) > 0$ for two selected HBO methods: HBO(9,2,13) and HBO(8,3,14). These stability regions $R$ are depicted by the grey regions in Fig. 3.

![Figure 3: Grey unscaled regions of absolute stability, $R$, in the half-plane $\text{Im}(\hat{h}) > 0$ of two selected HBO methods with intervals of absolute stability ($-3.00, 0$) and ($-2.08, 0$).](image)

The unscaled intervals of stability of HBO(9,2,13) and HBO(8,3,14) are ($-3.00, 0$) and ($-2.08, 0$) respectively. The principal error terms of HBO(9,2,13) and HBO(8,3,14) are of the form

$$\left[ \delta_1 \{ f^p \} + \delta_2 \{ 2f^{p-1} \} \right] h^{p+1},$$

where $\{ f^p \}$ and $\{ 2f^{p-1} \}$ are elementary differentials defined in [4], [16] and [10] and $[\delta_1, \delta_2]$ are the principal local truncation error coefficients (PLTC) of the principal error term with $\ell_2$-norm $\| \text{PLTC} \|_2 = \sqrt{\delta_1^2 + \delta_2^2}$.

The principal local truncation error coefficients (PLTC) $[\delta_1, \delta_2]$ of HBO(9,2,13) and HBO(8,3,14) are listed in Table 5 together with their $\ell_2$-norm $\| \text{PLTC} \|_2$.

![Table 5: Principal local truncation error coefficients (PLTC) of HBO(9,2,13) and HBO(8,3,14) and their $\ell_2$-norm $\| \text{PLTC} \|_2$.](image)

7. Numerical results

Since HBO($d, k, p$) is not a one-step method, we must provide not only an initial value, i.e., $y_0$ but also $k - 1$ additional starting value, i.e., $y_1, y_2, \ldots, y_{k-1}$. The starting values for HBO($d, k, p$) are calculated by the one-step, 4-stage, Hermite–Birkhoff–Taylor method of order $d + 3$ using $y'$ to $y^{(d)}$ with appropriate small step sizes [19]. The $d$ derivatives, $y'$ to $y^{(d)}$, of the Taylor series are calculated at each integration step by known recurrence formulae (see, for example, [10, pp. 46–49], [17]).

The numerical performances of HBO(9,2,13), HBO(8,3,14) and Adams–Cowell of order 13 in PECE mode, denoted by AC(13), were compared on the problems mentioned in Subsections 7.1 and 7.2.

Computations were performed in C++ on a PC with the following characteristics: Memory: 5.8 GB, Processor 0,1, ...7: Intel(R) Core(TM) i7 CPU 920 @ 2.67GHz, Operating system: Ubuntu Release 11.04, Kernel Linux 2.6.38-12-generic, GNOME 2.32.1.
7.1. CPU time of HBO(9,2,13), HBO(8,3,14) and AC(13) after a 1000 periods integration of Kepler’s two-body problem

The relative energy error \( \text{EE}(t) \) at time \( t \) is defined as

\[
\text{EE}(t) = \left| \frac{E(t) - E(0)}{E(0)} \right|
\]

where \( E(t) \) is the energy at time \( t \).

Our first result is a comparison of the relative energy error \( \text{EE}(t) \) as a function of CPU time of HBO(9,2,13), HBO(8,3,14) and AC(13) after a 1000 periods integration of a Hamiltonian system (Huang and Innanen [13]). For this comparison, we used Kepler’s two-body problem with eccentricities of 0.3, 0.5 and 0.7 and an interval of integration of \([0, 2000\pi]\).

Fig. 4 depicts the graph of \( \log_{10}(\text{EE}) \) (vertical axis) as a function of CPU time in seconds (horizontal axis) for HBO(9,2,13), HBO(8,3,14) and AC(13) after a 1000 periods integration of Kepler’s two-body problem. It is seen, from Fig. 4, that HBO(9,2,13) and HBO(8,3,14) compare favorably with AC(13) at stringent tolerances.

Table 6 lists the CPU PEG of HBO(9,2,13) and HBO(8,3,14) over AC(13) after a 1000 periods integration of Kepler’s two-body problem with \( e = 0.3, e = 0.5 \) and \( e = 0.7 \), respectively, at stringent tolerances: \( 10^{-7} \) to \( 10^{-11} \).

Table 6: CPU PEG of HBO(9,2,13) and HBO(8,3,14) over AC(13) after a 1000 periods integration of Kepler’s two-body problem with \( e = 0.3, e = 0.5 \) and \( e = 0.7 \), respectively, at stringent tolerances: \( 10^{-7} \) to \( 10^{-11} \).

<table>
<thead>
<tr>
<th>HBO method</th>
<th>CPU PEG over AC(13) for two-body problem with:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HBO(9,2,13)</td>
<td>( e = 0.3 )</td>
<td>( e = 0.5 )</td>
</tr>
<tr>
<td>HBO(8,3,14)</td>
<td>26 %</td>
<td>16 %</td>
</tr>
</tbody>
</table>

Figure 4: \( \log_{10}(\text{EE}) \) (vertical axis) as a function of CPU time (horizontal axis) after a 1000 periods integration of Kepler’s two-body problem. Left \( e = 0.3 \). Center \( e = 0.5 \). Right \( e = 0.7 \).
7.2. Error growth of HBO(9,2,13), HBO(8,3,14) and AC(13) on a 10000 periods integration of Kepler’s two-body problem

The relative positional error (\(RE(t)\)) at time \(t\) is defined as

\[
RE(t) = \frac{R_{\text{num}}(t) - R_{\text{true}}(t)}{R_{\text{true}}(t)},
\]

where \(R_{\text{true}}(t)\) is the norm of the true position at time \(t\) and \(R_{\text{num}}(t)\) is the norm calculated using the numerical solution.

In our second test, we compared the growth of relative positional error (\(RE(t)\)) and relative energy error (\(EE(t)\)) on a 10000 periods integration of Kepler’s two-body problem for different eccentricities.

![Graphs showing the growth in positional and energy error for different eccentricities](image)

Figure 5: The growth in the positional and energy error on a 10000 periods integration of Kepler’s two-body problem. Top row \(e = 0.3\). Middle row \(e = 0.5\). Bottom row \(e = 0.7\).

Fig. 5 gives the smoothed graph of \(RE(t)\) and \(EE(t)\) for \(e = 0.3\), \(e = 0.5\) and \(e = 0.7\) over an interval of 10000 periods. The smoothing removed the small amplitude high frequency oscillations in the original data and was done by using the MATLAB’s `filter` command with the window size of 20. The constant step size was chosen so that HBO(9,2,13), HBO(8,3,14) and AC(13) used the same CPU time.
### Table 7: Values of $C_1$ and $C_2$ of power law $C_1 t^{C_2}$ fitted to the graphs of $\log_{10}(RE(t))$ as a function of $\log_{10}(t)$ for a 10000 periods integration of Kepler’s two-body problem with $e = 0.3$, $e = 0.5$ and $e = 0.7$ respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>$e = 0.3$</th>
<th>$e = 0.5$</th>
<th>$e = 0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBO(9,2,13)</td>
<td>(6.99e-12, 0.311)</td>
<td>(3.74e-08, -0.496)</td>
<td>(2.61e-05, -1.420)</td>
</tr>
<tr>
<td>HBO(8,3,14)</td>
<td>(2.88e-15, 1.423)</td>
<td>(2.78e-11, 0.237)</td>
<td>(1.39e-12, 0.708)</td>
</tr>
<tr>
<td>AC(13)</td>
<td>(3.23e-13, 1.122)</td>
<td>(2.25e-11, 0.672)</td>
<td>(7.64e-14, 1.250)</td>
</tr>
</tbody>
</table>

### Table 8: Values of $C_1$ and $C_2$ of power law $C_1 t^{C_2}$ fitted to the graphs of $\log_{10}(EE(t))$ as a function of $\log_{10}(t)$ for a 10000 periods integration of Kepler’s two-body problem with $e = 0.3$, $e = 0.5$ and $e = 0.7$ respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>$e = 0.3$</th>
<th>$e = 0.5$</th>
<th>$e = 0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBO(9,2,13)</td>
<td>(5.72e-14, 0.945)</td>
<td>(6.62e-14, 0.909)</td>
<td>(4.80e-13, 0.749)</td>
</tr>
<tr>
<td>HBO(8,3,14)</td>
<td>(3.31e-13, 0.999)</td>
<td>(1.96e-13, 1.009)</td>
<td>(3.68e-13, 1.041)</td>
</tr>
<tr>
<td>AC(13)</td>
<td>(7.17e-13, 0.988)</td>
<td>(5.07e-13, 1.005)</td>
<td>(1.03e-13, 1.206)</td>
</tr>
</tbody>
</table>

For $e = 0.3$, $e = 0.5$ and $e = 0.7$, the relative energy errors of HBO(9,2,13) and HBO(8,3,14) are generally less than the relative energy error of AC(13) across the interval of integration. These results are consistent with the CPU PEGs listed in Table 6 for two-body problem with $e = 0.3$, $e = 0.5$ and $e = 0.7$. It is seen, from Fig. 5, that HBO(9,2,13) and HBO(8,3,14) compare favorably with AC(13) on the basis of the growth of relative positional error and relative energy error over 10000 periods of integration.

We use linear least-squares to fit the power law $C_1 t^{C_2}$ to the graphs of Fig. 5 to obtain $C_1$ and $C_2$ shown in Table 7 and Table 8.

The values of $C_2$ of the relative positional errors of HBO(9,2,13) and HBO(8,3,14) are generally less than one and compare favorably with the value of $C_2$ of AC(13), listed in Table 7.

The values of $C_2$ of the relative energy errors of HBO(9,2,13), HBO(8,3,14) and AC(13), listed in Table 8, are in good agreement with the expected asymptotic value of one for non-symplectic methods.

### 8. Conclusion

This paper explores an alternative way to improve the stability and the order of predictor-corrector methods. We have used only $d = 2, 3, \ldots, 9$, Taylor coefficients, with $d < p$ to construct two series of optimal, contractivity-preserving (CP), $d$-derivative, 2- and 3-step, predictor-corrector, Hermite–Birkhoff–Obrechkoff methods of order $p$ up to 13 and 16, respectively, with nonnegative coefficients. It can be shown that HBO($d,k,p$) are absolutely stable for $d = 1$ to infinity. The stability regions of HBO($d,k,p$) have generally a good shape and grow with decreasing $p - d$. The lower ends $x_{\text{min}}$ of their intervals of stability are, in general, less than $x_{\text{min}} = -2$ of the most stable member of the predictor-corrector Adams–Bashforth–Moulton method family.

We compare the numerical performance of HBO(9,2,13), HBO(8,3,14) and AC(13) in solving Kepler orbit over an interval of 1000 periods. It is seen that HBO(9,2,13), HBO(8,3,14) use less CPU time than AC(13) at stringent tolerances. On the basis of the growth of relative positional error and relative energy error over 10000 periods of integration, these HBO methods also compare positively with AC(13) in solving standard N-body problems.
Acknowledgment

This work was supported in part by the Natural Sciences and Engineering Research Council of Canada. Thanks are due to Martín Lara for supplying the authors with his programs and and sharing his experience.

References

Appendix A. Coefficients of two selected methods: HBO(9,2,13) and HBO(8,3,14)

Tables A.9 and A.10 of the appendix list the two selected CP HBO(d,k,p) methods: HBO(9,2,13) and HBO(8,3,14) with their c(HBO(d,k,p)), x_min (of the unscaled stability intervals (x_min, 0)), coefficients of stage formula P_2 and integration formula in modified Shu–Osher form (21).

Table A.9: c(HBO(d,k,p)), x_min and coefficients of stage formula P_2 of HBO(9,2,13), HBO(8,3,14) in modified Shu–Osher form (21).

<table>
<thead>
<tr>
<th>(d,k)</th>
<th>(9,2)</th>
<th>(8,3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c(HBO(d,p))</td>
<td>8.99927998631026862e-01</td>
<td>7.778297674144214e-01</td>
</tr>
<tr>
<td>x_min</td>
<td>-3.00</td>
<td>-2.08</td>
</tr>
<tr>
<td>c_2</td>
<td>9.7832824140128205e-01</td>
<td>9.6746554748970059e-01</td>
</tr>
<tr>
<td>c_3</td>
<td>8.663275127927412e-01</td>
<td>7.258993482915136e-01</td>
</tr>
<tr>
<td>c_100</td>
<td>1.3367248720712591e-01</td>
<td>2.300385011740890e-01</td>
</tr>
<tr>
<td>c_200</td>
<td>4.406215096709671e-02</td>
<td></td>
</tr>
<tr>
<td>c_3</td>
<td>9.6335682543918588e-01</td>
<td>9.332673122643224e-01</td>
</tr>
<tr>
<td>c_101</td>
<td>1.4864390317892207e-01</td>
<td>2.957440186811173e-01</td>
</tr>
<tr>
<td>c_102</td>
<td>5.664754962854961e-02</td>
<td></td>
</tr>
<tr>
<td>c_103</td>
<td>5.0694386591678031e-01</td>
<td>4.77368061617267e-01</td>
</tr>
<tr>
<td>c_104</td>
<td>3.426867610541398e-02</td>
<td>1.901099473502489e-01</td>
</tr>
<tr>
<td>c_105</td>
<td>3.641384809315211e-02</td>
<td></td>
</tr>
<tr>
<td>c_106</td>
<td>1.268134261654717e-01</td>
<td>2.093943764042844e-01</td>
</tr>
<tr>
<td>c_107</td>
<td>3.063416124478833e-02</td>
<td>3.5260826018615e-02</td>
</tr>
<tr>
<td>c_108</td>
<td>5.130812059980310e-03</td>
<td></td>
</tr>
<tr>
<td>c_109</td>
<td>5.5193908902033288e-02</td>
<td>0.0</td>
</tr>
<tr>
<td>c_110</td>
<td>6.1015513916875550e-03</td>
<td>0.0</td>
</tr>
<tr>
<td>c_111</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>c_112</td>
<td>2.078033297883671e-03</td>
<td>1.659324785792362e-02</td>
</tr>
<tr>
<td>c_113</td>
<td>0.0</td>
<td>5.6973923894134657e-03</td>
</tr>
<tr>
<td>c_114</td>
<td>6.985491153043336e-04</td>
<td></td>
</tr>
<tr>
<td>c_115</td>
<td>2.0736706482171832e-03</td>
<td>3.68872123933600e-04</td>
</tr>
<tr>
<td>c_116</td>
<td>2.5988084920705301e-05</td>
<td>1.426489922630196e-03</td>
</tr>
<tr>
<td>c_117</td>
<td>2.763286007818138e-04</td>
<td></td>
</tr>
<tr>
<td>c_118</td>
<td>1.550729228043117e-04</td>
<td>0.0</td>
</tr>
<tr>
<td>c_119</td>
<td>4.6894154483038832e-05</td>
<td>0.0</td>
</tr>
<tr>
<td>c_120</td>
<td>3.056533973182528e-05</td>
<td></td>
</tr>
<tr>
<td>c_121</td>
<td>0.0</td>
<td>6.020453276230280e-05</td>
</tr>
<tr>
<td>c_122</td>
<td>7.7510775121772009e-06</td>
<td>0.0</td>
</tr>
<tr>
<td>c_123</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>c_124</td>
<td>6.206756679661825e-06</td>
<td></td>
</tr>
<tr>
<td>c_125</td>
<td>2.689534384442008e-07</td>
<td></td>
</tr>
<tr>
<td>c_126</td>
<td>2.763286007818138e-04</td>
<td></td>
</tr>
</tbody>
</table>
Table A.10: Coefficients of the integration formulae of HBO(9,2,13), HBO(8,3,14) in modified Shu–Osher form (21).

<table>
<thead>
<tr>
<th>$(d,k)$</th>
<th>(9,2)</th>
<th>(8,3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{23}$</td>
<td>4.374647486435271e-01</td>
<td>4.698043304642993e-01</td>
</tr>
<tr>
<td>$\alpha_{35}$</td>
<td>4.2151837403829862e-01</td>
<td>3.3047789084135223e-01</td>
</tr>
<tr>
<td>$\delta_{130}$</td>
<td>1.4101667732034873e-01</td>
<td>1.2292502029699021e-01</td>
</tr>
<tr>
<td>$\delta_{220}$</td>
<td>5.7916695815427452e-02</td>
<td></td>
</tr>
<tr>
<td>$\rho_{23}$</td>
<td>8.7492949728270542e-02</td>
<td>1.0197400718400651e-01</td>
</tr>
<tr>
<td>$w_3$</td>
<td>4.6872896145256521e-01</td>
<td>4.5058426103899241e-01</td>
</tr>
<tr>
<td>$o_{131}$</td>
<td>1.5681064792616466e-01</td>
<td>1.575216936608678e-01</td>
</tr>
<tr>
<td>$o_{231}$</td>
<td>7.4493346070384569e-02</td>
<td></td>
</tr>
<tr>
<td>$\delta_{012}$</td>
<td>2.041642333892293e-01</td>
<td>1.7652795378659639e-01</td>
</tr>
<tr>
<td>$\delta_{122}$</td>
<td>8.7186777373725752e-02</td>
<td>8.6769414369883526e-02</td>
</tr>
<tr>
<td>$\delta_{033}$</td>
<td>4.7863523109979600e-02</td>
<td></td>
</tr>
<tr>
<td>$\delta_{033}$</td>
<td>6.1312425047904698e-02</td>
<td>6.4745707340233064e-02</td>
</tr>
<tr>
<td>$\delta_{133}$</td>
<td>2.7495114537878652e-02</td>
<td>2.3583560471180147e-02</td>
</tr>
<tr>
<td>$\delta_{233}$</td>
<td>1.2279139882199944e-02</td>
<td></td>
</tr>
<tr>
<td>$\delta_{034}$</td>
<td>1.18664267672772e-02</td>
<td>0.0</td>
</tr>
<tr>
<td>$\delta_{134}$</td>
<td>3.6086566201343141e-03</td>
<td>0.0</td>
</tr>
<tr>
<td>$\delta_{234}$</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>$\delta_{035}$</td>
<td>7.600211596652371e-04</td>
<td>3.2625993090942726e-03</td>
</tr>
<tr>
<td>$\delta_{135}$</td>
<td>0.0</td>
<td>2.27556510929269e-04</td>
</tr>
<tr>
<td>$\delta_{235}$</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>$\delta_{036}$</td>
<td>4.3475636484160756e-04</td>
<td>0.0</td>
</tr>
<tr>
<td>$\delta_{136}$</td>
<td>2.4238241856733313e-04</td>
<td>7.6839570783517343e-04</td>
</tr>
<tr>
<td>$\delta_{236}$</td>
<td>2.221201013340783e-04</td>
<td></td>
</tr>
<tr>
<td>$\delta_{037}$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$\delta_{137}$</td>
<td>3.4203317985039664e-05</td>
<td>1.6354336954981532e-05</td>
</tr>
<tr>
<td>$\delta_{237}$</td>
<td>6.670852920639631e-05</td>
<td></td>
</tr>
<tr>
<td>$\delta_{038}$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$\delta_{138}$</td>
<td>8.1769346801039843e-06</td>
<td>0.0</td>
</tr>
<tr>
<td>$\delta_{238}$</td>
<td>6.5207956668274272e-06</td>
<td></td>
</tr>
<tr>
<td>$\delta_{039}$</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>$\delta_{139}$</td>
<td>7.4281722878417498e-07</td>
<td></td>
</tr>
</tbody>
</table>